
Welcome



 

Log on using the username and 
password you received at 
registration



 

Copy the folder:
F:/sarah/mon-morning
To your H drive



Open Mx and increase memory



 

Go to preference


 

Host options


 

Back the backend memory larger



Intro to Mx

Sarah Medland – Leuven 2008



This morning



 

Fitting a mean and regression with 
continuous data



 

Modelling Ordinal data


 

Fitting the regression model with 
ordinal data



Lets start with the data…



 

File: Wednesday.dat


 

Contains 6 variables from the NLTR


 

ntrid zygMZDZ age1 sekse1  AQ1 age2 
sekse2 AQ2



Lets start with the data…



If this was a pedigree data file…

Famid Ind Father Mother Zyg Sex Age Trait

2 1 0 0 0 1 x x

2 2 0 0 0 2 x x

2 3 1 2 MZ 1 18.12 91

2 4 1 2 MZ 1 18.12 95



How can we make this data file?



 

Assume we have data with 3 
variables:



How do we make this data?



 

SPSS
SORT CASES BY Family Individual .
CASESTOVARS
/ID = Family
/INDEX = Individual
/GROUPBY = VARIABLE .



Means…



 
In spss sas etc we calculate the 
mean



 
In Mx and other ML programs 
we estimate the mean



Spss…



Spss…



Mx…

Means.mx



Mx…Defining some frequently 
changed parameters



Mx…Adding comments !



Mx…
Providing a title



Mx…
Directly after the title tell Mx 
what kind of group it is

•Data
•Calculation
•Constraint



Mx…
How many variables are in 
the data file



Mx…
How many groups in the 
script



Mx…

Missing code – default is a .



Mx…

Provide the name of the data 
file

Rectangular file = continuous

Ordinal file =ordinal/binary



Mx…

List of the variables



Mx…

Tell Mx what to analyse



Mx…

Tell Mx what matrices you 
want to use



Matrices: the building blocks



 

Many types



Matrices: the building blocks



 

Many types 


 

Denoted by a single letter 


 

Elements defined by letter and 3 numbers


 

A 1 2 1 = A matrix group 1 row 2 column 1



 

All constants and estimated parameters 
must be placed in a matrix & Mx must be 
told what type of matrix it is



 

Letters can be reused in subsequent 
groups



Mx…

M & V matrices are both full 1 1

M=[?] V=[?]



Mx…

Tell Mx what algebra you want to do
S will contain the square root of the 
estimate of V



Mx…

Provide some start values to aid 
estimation
Default is .01



Mx…

Tell Mx how which matrix contains 
the means and the variance/ 
covariance matrix



Mx…

Each group needs an end statement



Output







 

Spss assumes 
this is a sample



 

Mx assumes this 
is a population



 

Slightly different 
algebra



How about regression?



 

Y=X*B +C



 

Regression speak


 

AutismQuotient = Sex*Beta1 + 
Age*Beta2 + Intercept



 

BG speak


 

AutismQuotient = Sex Effect +        
Age Effect + Grand Mean



Spss…



regression.mx



regression.mx



regression.mx



Spss…



Coefficientsa

93.564 65.862 1.421 .157
.549 3.623 .011 .151 .880

-2.608 1.558 -.125 -1.673 .096

(Constant)
age1
sekse1

Model
1

B Std. Error

Unstandardized
Coefficients

Beta

Standardized
Coefficients

t Sig.

Dependent Variable: AQ1a. 



Run regression.mx



Coefficientsa

93.564 65.862 1.421 .157
.549 3.623 .011 .151 .880

-2.608 1.558 -.125 -1.673 .096

(Constant)
age1
sekse1

Model
1

B Std. Error

Unstandardized
Coefficients

Beta

Standardized
Coefficients

t Sig.

Dependent Variable: AQ1a. 



What does this mean?



 

Age Beta = .549


 

For every 1 unit increase in Age the mean 
shifts .549



 

Grand mean =93.564


 

Mean Age =18.2



 

So the mean for 20 year olds is 
predicted to be:


 

104.544 = 93.564 + 20*.549



Sex effects?



 

Sex Beta = -2.608


 

Sex coded Male = 1 Female = 0



 

Female Mean:


 

93.564 = 93.564 + 0*-2.608



 

Male Mean:


 

90.656 = 93.564 + 1*-2.608



How do we get the p-values?

Coefficientsa

93.564 65.862 1.421 .157
.549 3.623 .011 .151 .880

-2.608 1.558 -.125 -1.673 .096

(Constant)
age1
sekse1

Model
1

B Std. Error

Unstandardized
Coefficients

Beta

Standardized
Coefficients

t Sig.

Dependent Variable: AQ1a. 



Set the elements to equal 0 
regression.mx



 

Do this one at a time!



So…
Coefficientsa

93.564 65.862 1.421 .157
.549 3.623 .011 .151 .880

-2.608 1.558 -.125 -1.673 .096

(Constant)
age1
sekse1

Model
1

B Std. Error

Unstandardized
Coefficients

Beta

Standardized
Coefficients

t Sig.

Dependent Variable: AQ1a. 



Why bother with Mx?



 
Because most stat packages 
can’t handle non-independent 
data…


 

Non-independence reduces the 
variance 



 

Biases t and F tests



Why bother with Mx?



 
Because we want complete 
flexibility in the model 
specification…


 

As you see later today



Why bother with Mx?



 
Because very few packages can 
handle ordinal data 
adequately…



Working with non-independent 
data

Correlation.mx



Correlation.mx



 

Data from family members 



Correlation.mx



 

Data from family members 

Defining the nsib as the number of siblings per family



Correlation.mx



 

Data from family members 

Selecting the AQ variable for sib 1 and sib 2



Correlation.mx



 

Data from family members 

The V matrix is now a symmetric 2 2 matrix

Var1 Cov

Cov Var2



Correlation.mx



 

Data from family members 
The S matrix will contain the standardised var/cov matrix (ie 
the correlation)

1 r

r 1



Correlation.mx



 

Data from family members 

Some extra start values



Correlation.mx



 

Data from family members 

EQ V 1 1 V 2 2 sets the variances to be the same for the two 
siblings. 



Correlation.mx



 

Data from family members 

We are also using the same mean for both siblings 

M|M = stack 2 M matrices side by side



Output – correlation.mxo

Notice the small 
increase in variance 
when accounting for 
the non-independence



Re-conceptualising the correlation



 

The correlation is the 
standardised covariance – an 
index of the amount of variance 
shared between the 2 variables 
or 2 individuals



 

The variance of each variable is 
composed of that which is 
shared and that which is not


 

V=S+N



Re-conceptualising the correlation



 

V=S+N



 

So another way to model the 

covariance would be 

S+N | S_

S | S+N ;



Re-conceptualising the correlation

Alt_correlation.mx



Results



 

Correlation.mx 

 

Alt_correlation.mx



Twin modelling takes this 1 step further



 
Covariance
Var1 | Cov_
Cov | Var 2 ;



 
MZ
A+C+E | A+C_
A+C | A+C+E ; 



 
DZ
A+C+E | .5*A+C_
.5*A+C | A+C+E ;



 

A = Additive 
genetic variance



 

C = Common 
environment 
variance



 

E = unique 
Environmental 
variance (including 
measurement 
Error)



Working with ordinal data



Binary data



 

File: two_cat.dat


 

NI=5


 

Labels Zyg twin1 twin2 Age Sex


 

Trait – smoking initiation


 

Never Smoked/Ever Smoked


 

(Recoded from yesterday)


 

Data is sorted to speed up the analysis



Twin 1 smoking initiation

twin1

822 47.5 53.0 53.0
730 42.2 47.0 100.0

1552 89.7 100.0
179 10.3

1731 100.0

0
1
Total

Valid

SystemMissing
Total

Frequency Percent Valid Percent
Cumulative

Percent



Twin 1 smoking initiation



Twin 1 smoking initiation



Mean = .47

SD =.499

Non Smokers =53%



Raw data distribution

Mean = .47

SD =.499

Non Smokers =53%

Threshold =.53

Standard normal 
distribution

Mean = 0

SD =1

Non Smokers =53%

Threshold =.074



Threshold = .074 – Huh what?



 

How can I work this out 


 

Excell


 

=NORMSINV()



Why do we rescale the data this way?



 

Convenience


 

Variance always 1


 

Mean is always 0



 

We can interpret the area under a 
curve between two z-values as a 
probability or percentage



Why do we rescale the data this way?

You could use other distributions 
but you would have to specify 
the fit function



Threshold.mx



Threshold = .075 – Huh what?



How about age/sex correction? 
binary_regression.mx



How about age/sex correction?



What does this mean?



 

Age Beta = .007


 

For every 1 unit increase in Age the 
threshold shifts .007



What does this mean?



 

Beta = .007


 

Threshold is -.1118



 

38 is +1.38 SD from the mean age


 

The threshold for 38 year olds is:           
.1544= -.1118 + .007*38



 

22 is -1.38 SD from the mean age


 

The threshold for 38 year olds is:           
.0422= -.1118 + .007*22



22 year olds

Threshold = .0422

38 year olds

Threshold =.1544

Is the age effect 
significant?



How to interpret this



 

The threshold moved slightly to the 
right as age increases



 

This means younger people were 
more likely to have tried smoking 
than older people


 

But this was not significant



How about the sex effect



 

Beta = -.05


 

Threshold = -.1118


 

Sex coded Male = 1, Female = 0



 

So the Male threshold is:


 

-.1618= -.1118 + 1*-.05



 

The Female threshold is:


 

-.1118 =-.1118 + 0*-.05



Female

Threshold =-.1118

Male

Threshold =-.1618

Are males or 
females more 
likely to smoke?



General Advice/Problem solving



 

Scripting styles differ


 

Check the parameter numbers


 

Check the sample description


 

Learn to love the manual


 

Comments are your friends



Time for coffee

explodingdog.com
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